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ABSTRACT

In today’s interconnected world , one of pervasssie is how to protect system from intrusion
based security attacks. Significance of Intrusietedtion system (IDS) in computer network security
well proven . Mining approach can play very impoittrole in developing intrusion detection system.
Classification is identified as an important tecfud of data mining. This paper evaluate performaoce
two well known classification algorithms for attaclassification. Bayes net and J48 algorithm are

analyzed The key ideas are to use data mining igebs efficiently for intrusion attack classificati
KEYWORDS: Intrusion Detection System, Bayes Net, J48 Clastifin Algorithm.
INTRODUCTION

The security of a computer system is compromiskenaan intrusion takes place. An intrusion
can be defined as "any set of actions that attelmptompromise the integrity, confidentiality or
availability of a resource'lntrusion Detection[1] is the unrelenting activeeatpts in discovering or

detecting the presence of intrusive activities
Data Mining

Data mining [2] [3][4] is the nontrivial extractioof implicit, previously unknown, and
potentially useful information from data.

Data mining can be used for solving the problemmetfvork intrusion based security attack. It
has Ability to process large amount of data andiceddata and by extracting specific data, With this
Easy data summarization and visualization that tresecurity analysis.

Intrusion Detection System

Intrusion Detection System (IDS) can detect, pn¢aad more than that IDS react to the attack.
Therefore, the main objective of IDS is to at fustect all intrusions at first effectively. Thesalds to the
use of an intelligence technique known as datanginiachine learning. These techniques are used as a
alternative to expensive and strenuous human irfiD§ can provide guidelines that assist you in the
vital step of establishing a security policy fouye@omputing assets.

Detection method in IDS [5][6][7] can be dividento two categories: anomaly detection and

misuse detection categories.
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Signature-Based IDS

Network traffic is examined for preconfigured apredetermined attack patterns known as
signatures. It is widely available, it uses knovatt@rns as it is easy to implement but they cadet#ct
attacks for which it has no signature and theyadse prone to false positives since they are contynon
based on regular expressions and string matchimge Shey are based on pattern match, signatures

usually don't work that great against attacks wét-modifying behavior.
Anomaly-Based IDS

Anomaly-based IDS works on a performance basebimeed on normal network traffic
evaluations. It sample current network traffic atfi to this baseline in order to detect whethenot it
is within baseline parameters. Data mining techesqean be used for intrusion detection efficiently.

INTRUSION DETECTION DATASETS
KDDCup'99 Data Set

The data set used to perform the experiment entfilom KDD Cup '99[8][9], which is widely
accepted as a benchmark dataset and referred by mesearchers. “10% of KDD Cup’99” from KDD
Cup '99 data set was chosen to evaluate rulesesiohg data sets to detect intrusion. The entirdKD
Cup '99 data set contains 41 features. Connectiwaslabeled as normal or attacks fall into 4 main

categories.
1. DOS:- Denial Of Service
2. Probe:- e.g. port scanning
3. U2R:- unauthorized access to root privileges,
4. R2L :- unauthorized remote login to machine.

In this dataset there are 3 groups of featuresicBasntent based, time based features.

» Training set consists 5 million connections.

e 10% training set - 494,021 connections

+ Testset have - 311,029 connections

» Test data has attack types that are not pres¢n itmaining data .Problem is more realistic
» Train set contains 22 attack types

» Test data contains additional 17 new attack typashelong to one of four main categories.

PROPOSED SYSTEM DESCRIPTION

For the experiment two well performed algorithme ased first is bayes based bayes net and

second is decision tree J48 .

The algorithms used in this investigation are lyidescribed
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in the following paragraphs
Classification

Classification [1] [2] data mining technique Cldisation maps a data item into one of several
pre-defined categories. These algorithms normalltpuat “"classifiers", for example, in the form of
decision trees or rules. An ideal application itrision detection will be to gather sufficient "nal"
and "abnormal” audit data for a user or a progrvan apply a classification algorithm to learn a
classifier that will determine (future) audit data belonging to the normal class or the abnornaaiscl
there are many types of classifiers are availakéettee, bayes, function ,rule . basic aim ofssifer is

predict the appropriate class.
Decision Tree

Decision tree [1] [2] [10] [11] [12]is an importamethod for data mining, which is mainly used
for model classification and prediction. This pidie machine-learning model that decides the targe
value (dependent variable) of a new sample basednaus attribute values of the available datae Th
internal nodes of a decision tree denote the diffeattributes; the branches between the nodesstétie
possible values that these attributes can haveeiplbserved samples, while the terminal nodesisaihe

final value (classification) of the dependent valia
J48 Algorithm

The J48 is a Decision tree classifier algorithmthis algorithm for classification of new itenfirst
needs to create a decision tree based on theusttnialues of the available training data. It disihate
the various instances and identify the attributetlie same. This feature that is able to tell ustrabout
the data instances so that we can classify therbekbeis said to have the highest information gaiow,
among the possible values of this feature, if thesny value for which there is no ambiguity, tisatfor
which the data instances falling within its catggbave the same value for the target variable, then

terminate that branch and assign to it the targktevthat we have obtained.
Bayes Net

Bayes net[13] are based on bayes theorem. bayeis ma directed acyclic graph. for the
formation of bayes net conditional probability sed. This algorithm assumes that there are no mgissi

values and all attributes are nominal.

Feature selection [14] is one of the common teused in data mining. It is used to reduce
inputs to a manageable size for processing angsisaMany tools and techniques are availableter t
same. Feature selection is used for imposingraitrary or predefined cutoff on the number of
attributes that can be considered when buildingodeh) and also the choice of attributes, meaniag th
either the analyst or the modeling tool activellests or discards attributes based on their usesslfior

analysis.
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Feature selection for intrusion detection is ampadnant factor for the success of intrusion

detection system. supervised discrete filter sisdufor attribute selection.

EXPERIMENTAL SETUP

To assess the effectiveness of the algorithmspfoposed intrusion detection, the series of

experiments were performed in Weka. The java hizapvgas set to 1024 MB for weka-3-6.
KDD 99 dataset is investigated to identify the valece of each feature in intrusion detection.

To test and evaluate the algorithms we use 10ddds validation. In this process the data set
is divided into 10 subsets. Each time, one of thesdbsets is used as the test set and the other k-
subsets form the training set. Performance stedisire calculated across all 10 trials. This prewid

good indication of how well the classifier willegorm on unseen data.

We used the J48,bayes net algorithm availablehenWeka collection of machine learning
algorithms. J48 is the Weka implementation of tleeision tree learner C4.5. these algorithms are
chosen for several reasons: these are well-kndassification algorithms. It can originate easily

understandable rules and are designed to classdypredefined discrete categories (classes). .
Weka

Weka[13][15] is a collection of machine learninlgaithms for data mining tasks. Weka
contains tools for data pre-processing, classificatregression, clustering, association rules, and
visualization. It is also well-suited for develogimew machine learning schemes. WEKA consists of

Explorer, Experimenter, Knowledge flow, Simple Coamd Line Interface, Java interface.
Performance Measurement Terms
Correctly Classified Instance

The correctly and incorrectly classified instansksw the percentage of test instances that were
correctly and incorrectly classified.

The percentage of correctly classified instancedten called accuracy or sample accuracy.
Kappa Statistics

Kappa is a chance-corrected measure of agreensgweén the classifications and the true
classes. It's calculated by taking the agreemepectrd by chance away from the observed agreement
and dividing by the maximum possible agreement.afue greater than 0 means that your classifier is

doing better than chance (it really should be!).
Mean Absolute Error, Root Mean Squared Error, Relaive_Absolute_Error

The error rates are used for numeric predictiomeratthan classification. In numeric prediction,
predictions aren't just right or wrong, the errasla magnitude, and these measures reflect that.

Detection of attack is measured by following mestric
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* False positive (FP): Or false alarm, Correspondhéonumber of detected attacks but it is in
fact normal.

» False negative (FN): Corresponds to the numberetéaied normal instances but it is actually

attacks, in other words these attacks are thettafgetrusion detection systems.
* True positive (TP): Corresponds to the number ¢écted attacks and it is in fact attack.

* True negative (TN): Corresponds to the number ééated normal instances and it is actually

normal.

e The accuracy of an intrusion detection system iasueed regarding to detection rate and false

alarm rate.
RESULTS AND DISCUSSIONS
Our ultimate goal is to evaluate performance of élgorithm for attack classification

Algorithm are evaluated on the bases of true pegifP) and false positive (FP) rate.
Experiment is performed to detect 5 differentassks of attacks from the dataset including Dof,U2
Probe, U2L and normal. The distribution of an d&taad normal records are 80%-20%. .based on the

experiment association of any feature with attdaksis analyzed.

The detection algorithm maps incoming events tacks and normal activity. The resulting
classification can be used to determine the effentiss of an IDS. Effectiveness is the ability oS
to maximize the detection rate while minimizing faése alarm rate (false positive rate). In otherds,

good IDS reports intrusions when they occur, aresdwt report intrusions when they do not occur

Table: 1.True Positive and False Negative Rate ird8 and Bayes Net

Type of Bayes
Sr.No. attack Net J48
TP 0.969 0.998
1| Normal | FP 0.003 0.003
TP 0.9915 0.993¢
2 | DOS FP 0 0
TP 0.6 0.2
3| U2R FP 0.001 0
TP 0.85 0.75
4 | R2L FP 0.001 0
TP 0.857 0.988
5 | Probe FP 0.004 0

For accuracy measurement ,Table Il shows the fesfoce of 48 and bayes net algorithm
based on Correctly classified instance, Incorrecthssified instance, Kappa statistics, Mean albsolu

error, Root mean squared error.
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Table 2 Performance of J48 Algorithm

Correctly classifiec
1 instance 97.3732 99.742

Incorrectly classified
2 instance 2.6268 0.258

3 Kappa statistics 0.9571 0.9957

4 Mean absolute error 0.0024 0.0003

Root mean squared
5 error 0.0434 0.0145

6 Relative_absolute_error 4.5617 0.656
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Based on experiment we can say that normal, nepad smurf classes are highly related to
certain features that make their classificationiegasSince these three classes make up 98% of the
training data, it is very easy for a Intrusion déten system to achieve good results. There are few
features which are not relevant in terms of intosdetection and there are some which are highly

relevant.

Our ultimate goal is to show the impact of chogsabgorithm on the performance of IDS. First
we identify significantly reduced feature sets gsiliscritization. we compare the relative compuotaai

performance of both the tested data mining algorit

We find that the feature reduction techniquesadie to greatly reduce the feature space .We
find that better differentiation of algorithms che obtained by examining computational performance
Bayes Net have faster build times, while J48 @vsr. We therefore focus on the build time and

classification speed of the algorithms when usiacheof the feature sets.

Computational performance is particularly impotteren considering real-time classification
of potentially thousands of simultaneous netwotkg/$ The both the algorithms achieve greater than
95% accuracy .These preliminary results show tH&t shows better performance accuracy. The J48
algorithm is significantly faster in terms of cldgstion speed and appears to be the best suirekél-

time classification tasks.
CONCLUSIONS

Data mining can improve intrusion based securitgcks detection system by adding a new
level of surveillance to detection of network datdifferences. J48 learning algorithm was foundé¢o
performing better than bayes net in terms of betteuracy and lower error rate. Experiment perfarme
on KDD cup dataset demonstrate that J48 algorithaniefficient algorithm of classification .. Acaay

demonstrated helps to improve efficiency of intoasiletection system.
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